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Db2U: Containers, Operator, Certification and Ecosystem

(1 The Db2 Universal (Db2U) Container

O Overview

O Container Hierarchy

d Db2 “Go” Operator
 Db2U Certification
[ Db2U Ecosystem
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The Db2 Universal (Db2U) Container

a Db2 “Universal” (Db2U) Container — driving Db2 modernization on
IBM Cloud Pak for Data, Red Hat OpenShift and Kubernetes

O Microservice architecture

O Flexible, tailorable form factor — OLTP (Db2), OLAP (Db2 Warehouse)
O Transaction & data volumes /

Db2U Container &
O Query patterns & performance requirements Ecosystem

O Enable pre-built configurations defining the fabric for “infrastructure as code”
Q Portable, secure & certified
O Ready in minutes
O Unified environments (consistency through Dev = Test - QA — Prod, etc.)

O Coretoagrowing ecosystem of decoupled services
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The Db2U Container Hierarchy

An ecosystem of containers:

. . O Db2U, BigSQL, Data Virtualization (DV)
Db2U Container HlerarChy O Add-ons: REST, Graph, Replication (Q-rep)

O Internal: FVT, Storage Certifier, Release Certifier

ccurate as of May 3, 2022
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The Db2 “Go” Operator

O Operational Management

O Package, Configure, Deploy & Manage The Operator Maturity Model

O Deployment

Horizontal/vertical scaling, auto config tuning,
- Management abnormal detection, schedule tuning

O Measured for completeness by a maturity model Phaselv| DeepInsights
Medtrics, I?IlerEjS' IogI processing
O Provides a glimpse at the Db2 Operator roadmap S
. i Phasell| FullLifecycle .
O Currently expanding Phase III capabilities App lifecycle, storage lifecycle

(backup, failure, recovery)

O Delivery

Phase|l | Seamless Upgrades
Patch and minor version

Q IBM Operator Catalog upgrades supported

Phase| | Basiclnstall o
Automated application provisioning and
configuration management

O Supports Air Gap

0 Red Hat Marketplace Ansible Go

Data & AI / © 2022 IBM Corporation 6



Db2U Certification

Db2 on OpenShift/Cloud Pak for Data
= IBM Kubernetes Certification: Certified Offering

» Grade in Red Hat Ecosystem Catalog: A

= Scanning with Twistlock from Sysdig

Vulnerability Scans :
bl st Container Images

Db2 container Ecosystem
{IBM Db2

Db2 images Dynamic
Scans

Red Hat
UBI-Minimal image

Promotion to Red Hat Ecosystem Catalog
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Db2U Ecosystem

0 Ecosystem of Components
QO The Db2u Engine Container

0 A complete ecosystem of decoupled services
No impact to Db2u engine
Instantiate, manage, upgrade, decommission separately
Ability to separate for load balancing, performance consistency

O REST API

Unified Console (DMC)

Built-in LDAP Service

Continuous Availability (HADR / Q-replication)
O Db2 Graph

O IBM Internal Ecosystem

[ Wy

O Performance & validation testing
O Storage certification
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Db2U Architecture

d Db2U Architecture

d Overview
L Kubernetes Resource Model

O Storage
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Db2U Architecture: Overview

Underlying Kubernetes resource model:

 Db2 Engine Pod lifecycle managed using a
StatefulSet resource, since Db2 is a
stateful application.

* Onetime tasks managed via Job resource

* In-pod HA to recover Db2 failures, avoiding
a pod lifecycle event. This built-in HA
leverages ETCD for state information

» Lifecycle of (stateless) Add-Ons (REST,
Graph, Qrep, etc.) managed via
Deployment resource
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Red Hat OpenShift / Kubernetes

@ Must-Ga
 mustgather
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Db2U Architecture: Kubernetes Resource Model

ibm-common-services namespace Configmap db2u-release OpensShift Marketplace namespace
Operator = CatalogSource
db2u-operator-manager [ ibm-db2uoperator-catalog |
rot

d All Db2 configuration settings ' ‘_
=]

operamr
ibm-db2wh-cp4d-operatol ca(alog

(Registry/DBM/DB cfg) injected via CR = | S

libm-db2aaservice-cp4d-operator-manager

are transposed into ConfigMaps and
mounted into Db2U PODs.

O Persistent Volume attachment:
« Shared Storage volume (Db2 instance T e

Sve: db2u-engn-sve (NodePort) |

home/other shared metadata) via 7; '
PersistentVolumeCliaim (PVC) — o]

with ReadWriteMany (RWX) access Cotgrap s | (B0

- db2<regldbmidb>config db2u-lic

O d e & Secret Secret Internal-tis (db2 ssl cert)
m .

sshkeys-<user> ' instancepassword

db2oltpservice db2whservice db2aaserviceservice

« Data Storage (Db2 database paths) via Somemes || Sosesyune
' M 'emplate PVC PVC
VolumeClaimTemplates with =z | oo | |Ee Gl G G

ReadWriteOnce (RWO) access mode ! =
in Db2U statefulSet

restore-morph-job
Db2 backups
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Db2U Architecture: Storage (Db2 OLTP/ WH SMP)

O Container Native
Storage Options

O OpenShift Container

Storage (OCS/ODF)
4.7+,4.9

Portworx 2.7+

IBM Spectrum Scale
CSI 2.0+

Public Cloud Provider
Native Storage
(EKS/AKS)

NFS / Host Path (IBM
Cloud, Dell EMC Isilon,
Local...)

NAS (Dell EMC Isilon,
NetApp Trident CSI)
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Db2 (OLTP)

Db2 Warehouse SMP

Db2U Jobs

Db2U Stanalone (OCP/k8s) only | l

LDAP Service

REST

Replication (Qrep)

AddOns I

Graph

Db2 Common
SQL Engine

RWO - [4K Block if supported]

BACKUP DATA  ACTIVE TEMP

LOGS TBSP

SHARED
META

Optlonal B ———
Optional

QREP

DATA
GRAPH

DATA

|
’COCS 4.7+/ODF 4.9

RWX (CephFS) | I RWO (CephRBD) I

[4K Device Support capable]

NFS

| ‘ Shared-nothing Zone ‘

Traditional

| | HostPath / Local Disk |

[Limited usecases only]

Csl

Portworx 2.7+

RWO

[4K Device Support mandatory]

S1
Spectrum Scale 2.0+

[4K Device Support capable]|

r“‘ fil

Sl
IBM Cloud File Storage
i ile-gold-gid)

S|
EFS/EBS

RWX (EFS)

2H 2022

S|
rAzureFS/Disk

RWX (AzureFs) H RWO (AzureDisk)

[4K Device su

pport capable with Ultra Disk]




Db2U Architecture: Storage (Db2 Warehouse MPP)

O Container Native
Storage Options

O OpenShift Container
Storage (OCS/ODF)
4.7+,4.9

Portworx 2.7+

IBM Spectrum Scale
CSI 2.0+

Public Cloud Provider
Native Storage
(EKS/AKS)

NFS / Host Path (IBM

Cloud, Dell EMC Isilon,

Local...)

NAS (Dell EMC Isilon,
NetApp Trident CSI)
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Db2 Warehouse MPP

Db2 Common
SQL Engine

Db2 Common
SQL Engine

Db2 Common
SQL Engine

l Db2U Jobs

Db2U Stanalone (OCP/k8s) only | ‘ LDAP Service

‘ REST

AddOns ’ Replication (Qrep)

BACKUP DATA  ACTIVE TEMP

LOGS TBSP

‘ Graph

Optlon'll
SHARED Optional

META

QREP

crapH PATA

DATA

DATA ACTIVE TEMP
LO

DATA ACTIVE  TEMP

RWO - [4K Block if supported]

S TBSP LOGS  T1BSP

Optional

csi
OCS 4.7+/ODF 4.9

RWX (CephFS) | l RWO (CephRBD) ‘

[4K Device Support capable]

Traditional

Shared Zone | ‘ Shared-nothing Zone

| l HostPath / Local Disk ‘

[Limited usecases only]

CSI
Portworx 2.7+

RWX RWO
[sharedva, io_profile=cms] [io_profile=db_remote]

[4K Device Support mandatory]

T
FSpodrumsuhz.M

||

[4K Device Support up-m-]‘

sl
IBM Cloud File Storage
(ibmc-file-gold-gid)

Shared Zone ‘ | Shared-nothing Zone

Sl
EFS/EBS

RWX (EFS) I | RWO (EBS)

2H 2022

SI
AzureFS/Disk

RWX (AzureFs) ‘| RWO (AzureDisk)

[4K Device support capable with Ultra Disk]

Optional




Db2U Security Posture

d Db2U Security Posture
0 Non-Privileged

O Service Account and Security Context Constraint /
Pod Security Policy

IBM Data & AI / © 2022 IBM Corporation



Db2U Non-Privileged: Overview

[ To satisfy security compliance requirements in cloud native
environments, Db2U container(s) are run in non-privileged

mode with a limited set of capabilities. This was achieved by the
following combination of methodologies:

O Relaxation of Linux namespace isolation for shared memory inter-
process communication (IPC)

O A targeted minimal set of Linux System Capabilities

O Cloud-native approach to Linux IPC kernel parameter tuning

Data & AI / © 2022 IBM Corporation

15



Db2U Non-Privileged: IPC Shared Memory Access

d Db2 Warehouse MPP:
SysV IPCs hareq SysV / POSIX Shared memory allocation - Visible to Host
memory allocations by
Db2 database engine persleidapnl g

. . fom_num_buffers

supported via Sharing —
IPC Namespace with St e DAEaee fees Bemont
the Host

d Db2 OLTP/Warehouse
SMP: POSIX IPC Shared ;owlo!n,:vl'l Application Group Agent Private Memory
memory allocations g e et ey o)
isolated using a private e

. Memory Memory * agent stack (agent_stack_s2)

shm device ndren oy

/dev/shm mounted as tmpfs

Db2U @db2inst1
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Db2U Non-Privileged: Linux System Capabilities

O A targeted minimal set of Linux System Capabilities

0 SYS_RESOURCE: Db2 engine needs this sys-capability to
throttle resource limits

0 IPC_OWNER: Db2 engine’s dynamic IPC tuning requires
bypassing permission checks for operations on IPC objects

L SYS_NICE: Db2 workload management or multi-processing
activities in the engine relies on ability to manage process
thread prioritization

Data & AI / © 2022 IBM Corporation
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Db2U Non-Privileged: IPC Kernel Parameter Tuning

O A container itself cannot modify the upper bounds of IPC kernel parameters
without write access to /proc and /proc/sys.

O Therefore, updating Linux IPC Kernel parameters, is a prerequisite to
deploying a Db2 database container in non-privileged mode

U There are three options to tune IPC kernel parameters to meet Db2 engine
requirements:

O All: Use a privileged, run-as-root init container to mount host proc filesystems with
write-access, and online-update IPC proc files. The Db2 container in the same POD
inherits via default read-only proc fs mounting

O Db2 OLTP/Warehouse SMP: Inject sysctls into pod spec. Requires unsafe sysctl
support to be enabled on the cluster

O Warehouse MPP: Apply them at the worker node-level by leveraging OpenShift Node
Tuning Operator to apply a tuned profile for sysctls

Data & AI / © 2022 IBM Corporation

18



Db2U Non-Privileged: Run as Non-Root User

o

Avoid running db2u (engine) container ENTRYPOINT under UID 0
Run under user db2uadm (UID 600)

o

1 Define sudo rules for that user, such that initial setup
requirements, such as creating directories, changing
permissions/mod-bits, etc. can be met

O Injected into the pod/container spec via:
0 runAsNonRoot: true

O runAsUser: 600

Data & AI / © 2022 IBM Corporation
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Db2U Security: SA and SCC/PSP (Warehouse MPP)

O Eachinstance of Db2U will have a o The privileged inft container
. . can be avolae Yy Instea
unique Service Account (SA) and a Db2U Pod using OpenShift Node Tuning

Operator to set desired IPC
kernel parameters.

custom Security Context Constraint
(OpenShift) or Pod Security Policy
(Kubernetes) to go along with it.
This SCC/PSP is generated
dynamically based on the minimum
set of k8s access that is required by
Db2U pods/containers.

O User provided SA is supported.
However, in that route Db2U
operator will not dynamically
generate SCC/PSP, Roles and do
Role-bindings, etc. Hence, all that
must be done by the cluster admin
prior to deploying Db2U.

Data & AI / © 2022 IBM Corporation



Db2U Security: SA and SCC/PSP (OLTP / Warehouse SMP)

Q Single node Db2 Db2U Pod e ™

configurations (OLTP / R R
Warehouse SMP) f

O Can run without enabling
HostIPC since thereis no
inter-partition data
sharing over IPC

L Do IPC Kernel Parameter
tuning by setting sysctls at
pod level. However,
unsafe sysctl support
must be enabled on the
cluster for this

Data & AI / © 2022 IBM Corporation



Db2 Operator: 2022/23 Roadmap

O A Survey of Current Capabilities and Future Direction
Overview

Limitations in Current Implementation

Next Gen — Core Capabilities

Next Gen — Cloud-native Backup and Restore

Next Gen — Cloud-native Audit Facility

C 0O 000 O

Next Gen — Cloud-native Log Streaming

O

Next Gen — Public Cloud Provider Alignment
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Db2U Current vs Next Generation: Overview

Red Hat OpenShift / Kubernetes

(d Current

O Db2 engine pods lifecycle is
managed via a Kubernetes
StatefulSet Object

O All Pods are rendered from a single
Pod Template spec

[ Next Gen (03 2022)
O Db2 engine pods lifecycle is

managed via a NEW Kubernetes 0

Custom Resource Db2uEngine
Object

Q Spec of each Pod defined
independently

Data & AI / © 2022 IBM Corporation

23



Db2U Current: Key Limitations

O Limitations in Db2 Warehouse

MPP Deployments

O Database storage paths for all
Db2 partitions (MLNs) on a
given pod, are mapped to a
single Kubernetes volume

0 Homogeneity
Q In number of MLNs per pod

O In Pod resource limits (all Pods
must use same resource limits)

Data & AI / © 2022 IBM Corporation
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Db2U Next Generation: Core Capabilities

O What's new

0 One-to-One mapping
between each database
MLN storage path and
Kubernetes volumes

O Better alignment with
MPP shared-nothing
architecture

O Leads to better support
for horizontal scaling

0 Heterogenous
configurations

Data & AI / © 2022 IBM Corporation
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Db2U Next Generation: Core Capabilities (Contd.)

O What's new

O Each Database MLN storage path

can be backed by more than one
volume (1H 2023)

O Mitigate volume size limitations in
cloud deployments (typically
16TB to 64TB cap depending on
the vendor)

O Better IO parallelism

O Lower storage cost*

MLN O MLN 1 MLN 2 MLN 3

atiaisis alsnis eheh

Data & AI / © 2022 IBM Corporation 26




Db2U Next Generation: Demo

d Demo
O Core Capabilities

O Key Differences between Current vs Next
Generation

IBM Data & AI / © 2022 IBM Corporation



Next Gen: A cloud-native Backup & Restore Experience

[2H 2022] A
Kubernetes
controller driven
approach to
managing Db2
Backup/Restore,
and Snapshot
capabilities via
Custom Resource
Kind Db2uBackup
and Db2uRestore

Data & AI / © 2022 IBM Corporation

Db2u Backup and Restore Custom Resource Definitions

- apiVersion: db2u.databases.ibm.com/vialpha1l
kind: Db2uBackup
metadata:

name: myBackup1

spec:

db2ucluster: db2wh-12345

databaseBackupConfig:
dbName: "mydb1"
type: "offline"
backupTarget: "disk"

schedule: "NOW"

- apiVersion:
db2u.databases.ibm.com/vialphal
kind: Db2uRestore
metadata:

annotations:
spec:
db2uBackup: myBackup1

- apiVersion:
db2u.databases.ibm.com/vialphal
kind: Db2uBackup
metadata:

annotations:
spec:
db2ucluster: db2wh-12345
snapshotBackupConfig:
dbname: "mydb1"
excludelogs: true
volumeSnapshotClassName: "ocs-rbdplugin-snapclass
schedule: "NOW"

- apiVersion:
db2u.databases.ibm.com/vialphatl
kind: Db2uBackupAndSnapshotSchedule
metadata:

name: myDb2BackupSchedulel
spec:
db2ucluster: db2wh-12345
databaseBackupConfig:
dbName: "mydb2"
type: "online"
backupTaget: "tsm"
schedule: "0 12 * * *"




Next Gen: A Cloud-native Db2 Audit Facility

[2H 2022] A
Kubernetes
controller driven
approach to
managing Db2
Audit facility via
Custom Resource
Kind Db2uAudit

Data & AI / © 2022 IBM Corporation

Db2uAudit
- apiVersion: db2u.databases.ibm.com/vialphat
kind: Db2uAudit
metadata:
name: myAudit1
spec:

db2ucluster: db2wh-12345

auditConfigurations:

- dbName: BLUDB
interval: 15m
applyDefaultPolicy: false
customPolicy:

name: myCustAuditPol1
category: audit
status: failure
errorType: audit
recordObjects:
- type: schema

objects:

- myschematl

- myschema2
- type: table

objects:

- myschema3.mytab1

AUDITUPDATEQ
+ AUDITLOAD)
- SYSPROC AUDIT_ARCHIVEQ
+ SYSPROC AUDIT_DELIM_EXTRACT)

AUDITLOADY)
Load the audit records for
the given category

SYSPROC.AUDIT_ARCHIVEQ

Audit status
$ db2audit describe

Audit Policy Tables

SYSCATAUDITPOLICIES
SYSCATAUDITUSE

Audit data/archive path

db2audit.db.BLUDB.Iog.0

<category>

Audit data/archive path

db2audit.db.BLUDB.I0g.0
db2audit.db.BLUDB.Iog.0.<timestamp>

Audit data/archive path
db2audit.db.BLUDB.log.0
db2audit.db.BLUDB.Iog.0.<timestamp>
audit.del

context.del
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Next Gen: A Cloud-native Log Streaming

[2H 2022 / 1H
2023] Support log
streaming (audit,
diaglogs, HA logs,
etc.) to Cloud Pak
for Data or to an
external logging
service using a
Side Pod, and
enabled via Db2U
Custom Resource
addOns mechanics

Data & AI / © 2022 IBM Corporation

OpensShift Cluster

Db2U (Catalog) Pod

Setup/config
Audit . %

auditutil.py

In-PoD HA service alERelig saesy

Streaming
« transfer input files into appropriate format
« fluentD Side Pod collocted with Db2u
Catalog Pod

Delimited audit logs

Diag logs

@

type LogConfiguration struct

Endpoint string
Type string
Format string

CPD Streaming service

Interval
cleanUpOnSend bool

type logConfigurations [JLogConfiguration

FluentD CM

_—

@

HA logs (TBD)

Logs staging volume

External Streaming service

Db2uClustervV2

addOns:
logging:
enabled: true
logConfigurations:
- endpoint: cpdaudit.zen.ibm.com:9055
type: audit
format: cadf
interval: 15m
cleanUpOnSend: false
- endpoint: cpdlogs.zen.ibm.com:9045
type: diags
format: json-file
interval: 30m
cleanUpOnSend: true
- endpoint: extlogs.logsvc.com:8045
type: ha
format: json-file
interval: 5m
cleanUpOnSend: true




Next Gen: Perfectly alighed for Public Cloud

4 Amazon
O Elastic Kubernetes Service (EKS) with EFS (Shared RWX) and EBS (Per-MLN RWO) volumes
O Red Hat OpenShift Service on AWS (ROSA) with OCS/ODF

O Azure
O Azure Kubernetes Service (AKS) O Google Cloud — Google Kubernetes Engine (GKE)
O Azure Red Hat OpenShift (ARO) O Rancher - Rancher Kubernetes Engine (RKE)

* All managed OCP cluster is already supported, timliene indicates support for native storage solutions

Data & AI / © 2022 IBM Corporation
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Db2 Operator Next Generation: Summary

O Summary of New features

O Support large-scale data warehouse and transactional
databases

O Better support for horizontal scaling
A Cloud-native backup, restore and snapshot capabilities

O More Day 2 operations will be transformed to provide a cloud-
native user experience — I.E., simply interact with Kubernetes
API rather than directly with Db2

O Better aligned with Public Cloud Provider Infrastructure

32
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S

Db2 on CPD, OpenShift, Kubernetes - “Elevated Value”

TS
Qlu R

The Db2 Operator

Operator Extended VALUE

g Complete Lifecycle Modern Fast Deployments Complete Ecosystem
Saving . . . .
Managed L|f§cyclg Infrastructure Consolidation Aligned with DevOps productivity Add-ons pluggability
-- Db2 Special build -- Better HW/VM utilization requirements -- REST/GRAPH
- Upgradeability . Deploy in the Cloud [AWS/Azure/...] _ Ready in minutes [10-20'] - Data Replication (Qrep)
--- AutoUpgrade Technology [ ~20'] API-driven Management --DMC
Sm OCP/Kubernetes alignment Automation -- New Containers In progress
Modernize Secure Highly Available Modern Storage 3 Hybrid Cloud Ready
Cloud Pak 2.0 Certification HADR Intra/Inter cluster Support for Container-Native Cloud Like Experience
-- Security and Privacy By design 4-tiers Resiliency strategy Storage (CNS) --"As a Service"
-- On-going assessement -- Self Healing [Process/Pod] -- OCS/ODF, Portworx, Spectrum . -- OpenShift Catalog
s SSL built-in -- Standby Node Scale CSI, IBM Cloud file storage
HA OpenShift layered strategy -- Standby Db2 (HADR) -- Resiliency with Replication
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